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Abstract

We assess the performance of selected machine learning algorithms (lasso, ran-
dom forest, gradient boosting, and long short-term memory) in forecasting the
daily realized volatility of returns of selected top stocks in the Russian stock mar-
ket in comparison with a heterogeneous autoregressive realized volatility bench-
mark in 2018-2020. We seek to improve the predictive power of the models by in-
cluding various economic indicators that carry information about future volatility.
We find that lasso delivers a good combination of easy implementation and fore-
cast precision. The other algorithms require fine-tuning and frequent re-training,
otherwise they are likely to fail to outperform the benchmark often enough. Only
the basic lagged log-RV values are significant explanatory variables in terms of
the benchmark in-sample quality. Many economic indicators of mixed frequencies
improve the predictive power of lasso though, including calendar and overnight
effects, financial spillovers from local and global markets, and various macroeco-
nomics indicators.
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